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This	slide	comes	from	Megvii	(Link).
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This	slide	comes	from	Megvii	(Link).
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• Curved	text
• Arbitrarily	oriented	text
• Perspective	distortion
• Multi-language

(uneven	lighting,	low	resolution,	heavy	occlusions,	etc.)

Labeling/Annotation:	
• Char-level
• Word-level	
• Line-level

This	slide	comes	from	Megvii	(Link).
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CRNN	(2015)

An	End-to-End	Trainable	Neural	Network	for	Image-based	Sequence	Recognition	and	Its	Application	
to	Scene	Text	Recognition	

(https://arxiv.org/abs/1507.05717)
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“The	architecture	consists	of	three	parts:	

1) convolutional	layers,	which	extract	a	
feature	sequence	from	the	input	image;

1) recurrent	layers,	which	predict	a	label	
distribution	for	each	frame;	

1) transcription	layer,	which	translates	the	
per-frame	predictions	into	the	final	label	
sequence.”

CRNN	Network	Architecture
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Convolution	Layers:	
Feature	Sequence	Extraction ▪ Based	on	the	VGG	architectures

▪ 7	Conv	+	4	MaxPool	+	2	BatchNorm
▪ 1×2	pooling	window:	yield	feature	maps	with	

larger	width,	hence,	longer	feature	sequence.	
▪ BatchNorm:	speed	up	training	process
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Transcription	Layer:	
Connectionist	Temporal	Classification	(CTC)

▪ Convert	the	per-frame	predictions	
made	by	RNN	into	a	label	sequence

▪ Introduce	“blank”	labels	(different	
from	space	labels)

▪ Solve	alignment	issue
▪ CTC	loss	uses	forward-backward	
algorithm	to	quickly	update	
gradients.
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CTC	(continued)
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CTC	(continued)
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RARE	(2016)
Robust	Scene	Text	Recognition	with	Automatic	Rectification	
(https://arxiv.org/abs/1603.03915)

ASTER	(2018)
ASTER:	An	Attentional	Scene	Text	Recognizer	with	Flexible	Rectification	
(https://ieeexplore.ieee.org/document/8395027)
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RARE/ASTER
Replace	CTC	layer	
with	an	attention-
based	decoder.

Add	a	rectification	module	
before	recognition.
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https://arxiv.org/abs/1506.02025

Spatial	Transformer	Networks (STN)	
is	a	differentiable	module	that	can	
be	inserted	anywhere	in	ConvNet	
architecture	to	increase	its	
geometric	invariance.	It	effectively	
gives	the	network	the	ability	to	
spatially	transform	feature	maps	at	
no	extra	data	or	supervision	cost.

This	slide	comes	from	SlideShare	by	Victor	Campos	
(Link).



https://goo.gl/qdEhUu
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ASTER	Rectification	Samples
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MORAN(2019)
A	Multi-Object	Rectified	Attention	Network	for	Scene	Text	Recognition	
(https://arxiv.org/abs/1901.03003)
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MORAN
Rectification	Module:	
Replace	STN	module	with	pixel-level	rectification,	which	
is	free	of	geometric	constraints	like	affine	transformation.

Recognition	Module:	
Replace	CTC	layer	with	an	
attention-based	decoder.

Offset	maps:	3	× 11	× 2
2	channels:	x-coordinate	
and	y-coordinate	

Basic	grid:	normalize	the	coordinate	of	each	pixel	to	[−1,	1].	
top-left	pixel	coordinate:		(−1,	−1),
bottom-right	pixel	coordinate:	(1,	1). 17



MORAN	Rectification	Samples
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Summary	on	Network	Architecture

Input:	
text	image

Output:	
sequence	of	characters

Rectification	Module
(e.g.	STN,	MORN,	etc.)

Feature	Extraction	
Module/Backbone
(e.g.	VGG,	RCNN,	
ResNet,	etc.)

Sequence	Modeling	
Module

(e.g.	BiLSTM)

Prediction	Module
(e.g.	CTC,	Attention-
Based	Decoder)

What	Is	Wrong	With	Scene	Text	
Recognition	Model	Comparisons?	
Dataset	and	Model	Analysis	(2019)
(https://arxiv.org/abs/1904.01906)

Current	approaches	work	well	
on	text	with	small	curve	
angles,	but	not	good	on	the	
ones	with	large	curve	angles.

Attention-based	approaches	
perform	worse	than	CTC	on	long	
sequence	recognition	tasks.

A	Comparative	Study	of	Attention-based	Encoder-Decoder	Approaches	to	Natural	
Scene	Text	Recognition	(2019)	(https://ieeexplore.ieee.org/document/8978138)

19



TextScanner	(2020)
TextScanner:	Reading	Characters	in	Order	for	Robust	Scene	Text	Recognition	
(https://arxiv.org/abs/1912.12422)
Pretrain	models	with	character-level	annotation,	and	then	do	transfer	learning	on	
word-level	or	line-level	annotation.	
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TextScanner	Architecture
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Geometry	Branch	Details Character-Level	Annotation	for	
Pre-Training
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Mutual-Supervision	Mechanism
After	pre-training	with	character-level	annotations,	train	models	with	word-level	or	line-level	
annotations	with	mutual-supervision	mechanism.
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References

Slides:
• Text	Detection	and	Recognition	(Megvii:	Cong	Yao):	
https://github.com/zsc/megvii-pku-dl-
course/blob/master/slides/Lecture7(Text%20Detection%20and%20Recognition_20171031).pdf

• Spatial	Transformer	Networks	(Victor	Campos):
https://www.slideshare.net/xavigiro/spatial-transformer-networks

Videos:
• Spatial	Transformer	Networks	(DeepMind:	arxivSTmovie.m4v):	
https://goo.gl/qdEhUu

• DB-Net	and	TextScanner (Megvii:	Zhaoyi Wan,	Speak	in	Mandarin):
https://www.bilibili.com/video/av83837791
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PP-OCR	(2020)
PP-OCR:	A	Practical	Ultra	Lightweight	OCR	System	(https://arxiv.org/abs/2009.09941)	
from	Baidu	Inc.	
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PP-OCR:	A	Practical	Ultra	Lightweight	OCR	System	
(2020,	from	Baidu	Inc.)
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PP-OCR	Detector:	DB	(Differentiable	Binarization)
• https://arxiv.org/pdf/1911.08947.pdf
• https://github.com/MhLiao/DB or	https://github.com/WenmuZhou/DBNet.pytorch

28



PP-OCR	Inference	Results	on	Reversed	Images
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